


Machine Learning Fairness



What is “Algorithmic 
Unfairness”

“Algorithmic unfairness” means unjust or 
prejudicial treatment of people based on race, 
income, sexual orientation, or gender via
algorithmic systems or algorithmically aided 
decision-making.



Q: Can a fact be considered algorithmic unfairness? 

Yes 
A Google image search for “CEOs” might reveal 
mostly male faces.  Even if males made up most CEO 
positions, Google would still apply algorithmic 
unfairness because that search result promotes a 
stereotype about women not being in leadership 
positions.







Why is Google doing this?















Fighting “Fake News”



How Google 
rewrote it’s algorithms 

to target Trump



















Alternative Health 
Censorship
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